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ABSTRACT
Stochastic computing (SC) is an alternative computing paradigm
that processes data in the form of long uniform bit-streams rather
than conventional compact weighted binary numbers. SC is fault-
tolerant and can compute on small, efficient circuits, promising ad-
vantages over conventional arithmetic for smaller computer chips.
SC has been primarily used in scientific r esearch, n ot i n practi-
cal applications. Digital sound source localization (SSL) is a useful
signal processing technique that locates speakers using multiple
microphones in cell phones, laptops, and other voice-controlled
devices. SC has not been integrated into SSL in practice or theory.
In this work, for the first t ime to the best o f our knowledge, we
implement an SSL algorithm in the stochastic domain and develop
a functional SC-based sound source localizer. The developed design
can replace the conventional design of the algorithm. The prac-
tical part of this work shows that the proposed stochastic circuit
does not rely on conventional analog-to-digital conversion and can
process data in the form of pulse-width-modulated (PWM) signals.
The proposed SC design consumes up to 39% less area than the
conventional baseline design. The SC-based design can consume
less power depending on the computational accuracy, for exam-
ple, 6% less power consumption for 3-bit inputs. The presented
stochastic circuit is not limited to SSL and is readily applicable to
other practical applications such as radar ranging, wireless location,
sonar direction finding, beamforming, and sensor calibration.

1 INTRODUCTION
In recent years, recording and processing audio is gaining more
and more attention as modern communication technology has be-
come a part of our daily lives. Voice control as a human-machine
interface is widespread. For example, it appears in smart homes
and personal assistants (e.g., Amazon Alexa and Google Assistant).
Current laptops and mobile phones are equipped with multiple
microphones to record user voices and ambient sound. A set of
microphones allows spatial filtering of the recorded sound, which
increases the signal-to-noise ratio (SNR) by suppressing most of
the noise outside the direction of interest. The process of digitally
listening at the speaker’s location is known as beamforming which
requires the exact position of the speaker [1].
Sound source localization (SSL) is a real-time application, start-

ing with capturing audio data and ending in location estimations.
Reducing sound source localizer’s area and power consumption is
in high demand. Saving resources in computation systems is an
active field o f r esearch a nd c rucial f or modern battery-powered
devices. Mobile phones, laptops, and personal assistants require the
speaker location to enhance their functionality. Stochastic comput-
ing (SC) [2, 3] is a promising computing paradigm that can provide
a lower power consumption, a lower hardware area footprint, and
a higher tolerance to soft errors. SC promises high power efficiency
that can contribute to longer battery lives. Developing a sound
source localizer using SC could save considerable hardware costs.
In SC, numbers are encoded into stochastic bit-streams of 0s

and 1s. SC is possible in both time-continuous and time-discrete
domains [4]. However, some operations, such as delaying and stor-
ing stochastic sequences, are simpler in the time-discrete domain.
The concept of coding a value into a stochastic number (SN) (aka

bit-stream) is fundamentally different from the conventional binary-
radix data encoding. Stochastic sequences have voltage level 1 (high)
with probability 𝜌 and level 0 (low) with probability 1 − 𝜌 . In other
words, a bit within a stochastic bit-stream is 1 with probability
P(𝑆𝑖 = 1) = 𝜌 and is 0 with probability 1 − 𝜌 . For example, a
stochastic sequence 𝑆 with 20% 1s and 80% 0s is an SN with a prob-
ability value 𝜌 = 0.2. Unsigned and signed numbers are supported
in SC with unipolar and bipolar SN formats, respectively [2]. In
the unipolar format, each bit of the bit-stream is 1 with probability
𝜌 , and in the bipolar format is 1 with probability (𝜌 + 1)/2. We
use the notation 𝑆𝑖 for the 𝑖th bit in bit-stream 𝑆 with length 𝑁
(0 ≤ 𝑖 ≤ 𝑁 − 1). SC can perform arithmetic operations with sim-
ple logic gates. For example, the multiplication operation can be
performed using a single AND gate, which provides a significantly
lower hardware cost than the conventional binary multiplication.
This work targets the computationally intensive parts of SSL to

replace their costly conventional binary computations with low-
cost SC alternatives. The emphasis is on applying SC to a new
application, namely SSL, designing a novel SC-based functional
unit, and analyzing the limitations and advantages of SC for SSL.
This work focuses on time-discrete SC, although a time-continuous
variant of the sound source localizer is also feasible. To the best of
our knowledge, this is the first work that applies SC to SSL. Our
design takes advantage of the recently introduced deterministic
approaches of SC [4–7] which provide lower latency and higher
accuracy compared to the conventional random SC. In summary,
the main contributions of this work are as follows:
• Developing the first SC-based design for SSL, a promising alter-
native to its costly conventional implementation.

• Near-sensor processing of sound signals using time-encoded
pulse-width-modulated (PWM) data; Our signal processing sys-
tem avoids using conventional analog-to-digital converters (ADCs).

• Designing an accurate SC-based multiply-and-accumulate (MAC)
unit used in the SSL design based on time-delay estimation (TDE).

• Practical hands-on implementation of a new, efficient sound
source localizer with SC in both digital and analog domains.

2 BACKGROUND

2.1 Sound Source Localization (SSL)
SSL algorithms exist in both the frequency and time domains.
Search-based SSL algorithms in the frequency domain are superior
in locating multiple sources simultaneously but are more computa-
tionally intensive [8, 9]. This work uses a time-domain algorithm
without Fourier transforms and assumes only one active source.
An SSL system consists of three subsystems. The pre-processing
subsystem usually segments, filters, and weights the audio stream.
It splits the stream into short data blocks as the SSL algorithm
calculates source locations based on short audio frames. Following
that, an SSL algorithm processes a single frame when the voice
activity detection (VAD) detects a valid signal. By averaging mul-
tiple one-frame-estimations or using knowledge about the room
geometry and array position, an SSL post-processor can further
enhance the accuracy of estimations [1]. Figure 1 summarizes the
overall flow of a sound source localizer.

The first subsystem of a sound source localizer prepares raw mi-
crophone signals for the SSL algorithm. The pre-processing usually
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Figure 1: Block Diagram of a Sound Source Localizer.

includes low-pass or band-pass filtering, framing, and VAD. The
theory of SSL can be divided into algorithms that locate sources in
either one or two processing steps. The one-step methods are based
on the steered response power. Algorithms based on the steered
response power require a Fourier transform in the pre-processing
subsystem because they compute the source location in the fre-
quency domain. This work focuses on the two-step methods that
rely on TDEs for each microphone pair [1, 9]. The post-processor is
the final part of a sound source localizer that receives the one-frame
SSL estimations and optional confidence levels. The post-processor
uses application-specific information and previous one-frame lo-
cation estimations to enhance the accuracy of the sound source
localizer. Application-specific information can, for example, include
the location of the microphone array. If the microphone array is
mounted on a wall, it can filter out false estimations that come from
behind. The SSL post-processor has access to previous location
estimations and can average over multiple frame estimations.

2.2 SSL Based on Time Delay Estimation (TDE)
Algorithms based on TDE use the propagation speed of sound
waves to localize sources [10]. A sound wave reaches each micro-
phone with a relative delay. The time delay is calculated pairwise
for each microphone pair. Note that an 𝑀-microphone array has
𝑁𝑝𝑎𝑖𝑟𝑠 = (𝑀 (𝑀 − 1))/2 unique pairs. Selecting two microphones
𝑚1,𝑚2 (that lie on the 𝑦-axis), a sound wave in the far-field reaches
microphone𝑚2 with a delay that depends on the azimuth angle 𝜑
of the direction-of-arrival (DOA):

𝜏𝑑 =
𝑑

𝑣
sin𝜑, (1)

where 𝑑 is the distance between the microphones and 𝑣 is the
velocity of sound waves.

An intuitive computing approach for TDEs is the cross-correlation
(CC) function, which indicates the similarity of signals. The function
has a sharp peak at a position proportional to the time delay. For
discrete inputs, the CC is defined as:

𝑐 [𝑛] = (x1 ★ x2) [𝑛]
∞∑

𝑖=−∞

𝑥∗1 [𝑖]𝑥2 [𝑖 + 𝑛] (2)

where 𝑥∗1 is the complex conjugate of signal 𝑥1. Since microphone
signals have no imaginary component, we can set 𝑥∗1 = 𝑥1. When
𝑐 [𝑖𝑚𝑎𝑥 ] is the maximum value of the CC function and 𝑖𝑚𝑎𝑥 is
different from zero, the audio waves reach microphone 1 before or
after microphone 2. When the time delay between the microphone
signals increases, |𝑖𝑚𝑎𝑥 | increases. The maximum time delay is
reached when both microphones and the source are lined up. The
TDE (𝜏𝑑 ) is used in Equation (1) to calculate the azimuth (𝜑) of the
DOA with a sample rate of frequency (𝑓𝑠 ):

𝜏𝑑 =
𝑖𝑚𝑎𝑥

𝑓𝑠
(3)

𝜑 = arcsin
𝜏𝑑 · 𝑣

𝑑
= arcsin

𝑖𝑚𝑎𝑥 · 𝑣

𝑓𝑠 · 𝑑
(4)

Equation (4) results from a simple one-frame SSL algorithm that
uses two microphones. Spatial aliasing causes a broader peak in the

CC function. The CC function always has one clear peak if dominant

frequencies are below the spatial aliasing threshold (𝑑 ≤ 𝜆
2 ) and

only damped frequencies cause spatial aliasing.
A larger microphone array can calculate source locations in

a closed-form [11] or search-based. For search-based algorithms,
the final location estimation is the position with the minimum
root-mean-square error of the calculated and measured TDE. For a
detailed analysis, the readers are referred to [1, 8, 11]. The resolution
of CC is determined by the distance between the microphones (𝑑)
and the sampling frequency (𝑓𝑠 ). For example, a distance𝑑 = 0.066m
between twomicrophones and a sample rate of 𝑓𝑠 = 15.6 kHz results
in 2 × 𝑁𝑀𝑎𝑥𝐿𝑎𝑔 + 1 = 7 different possible time delays:

𝜏𝑑,𝑚𝑎𝑥 =
𝑑

𝑣
= 192 𝜇𝑠𝑒𝑐 (5)

𝑁𝑀𝑎𝑥𝐿𝑎𝑔 = 𝜏𝑑,𝑚𝑎𝑥 ∗ 𝑓𝑠 = 3 (6)

with 𝜏𝑑,𝑚𝑎𝑥 being the maximal time delay. A maxima of the CC at
𝑐 [𝑖𝑚𝑎𝑥 = 𝑁𝑀𝑎𝑥𝐿𝑎𝑔] corresponds to a time delay of 𝜏𝑑 = 𝑖𝑚𝑎𝑥/𝑓𝑠 =
192 𝜇sec, whereas a maxima at 𝑐 [𝑖𝑚𝑎𝑥 = 𝑁𝑀𝑎𝑥𝐿𝑎𝑔 − 1] means a
time delay of 128 𝜇sec. The resolution is limited to 64 𝜇sec. Inter-
polating the CC function increases the resolution with additional
computational effort. We can interpolate the maximum between
two samples instead of using the closest sampled value 𝑐 [𝑖𝑚𝑎𝑥 ].

This section underscored that we need at least two microphones
to locate sound sources. For two microphones, the SSL is synony-
mous with one-dimensional DOA estimation. The one-frame SSL
processing block is the core of the sound source localizer and com-
putes the CC function of both microphone signals. Next, the SSL
algorithm searches the peak of the CC result. The peak index (𝑖𝑚𝑎𝑥 )
is then forwarded to the SSL post-processing block.

2.3 Deterministic Stochastic Computing
True random and pseudo-random numbers have been used for gen-
erating stochastic bit-streams since the introduction of SC [2, 12].
The target probability is compared with 𝑁 random numbers in 𝑁
clock cycles to generate a bit-stream of 𝑁 bits. A 1 is produced
in each comparison if the random number is less than the target
value. Bit-streams generated with these methods suffer from ran-
dom fluctuations error. Deterministic methods of SC [6, 7] have
been recently introduced to remove this source of error and gen-
erate bit-streams accurately. SC using these methods can produce
completely accurate results. Besides quantization errors, process-
ing bit-streams with specific lengths is the only constraint to pro-
duce completely accurate results with these deterministic methods.
These methods operate on the same SC constructs but use special
stochastic number generators (SNGs) to generate deterministic bit-
streams with the desired distribution. Low-discrepancy (LD) and
unary bit-streams are two common variants of deterministic bit-
streams [4–6]. The so-called unary bit-streams have the 1s grouped
at the beginning or end of the bit-stream. Unary bit-streams are
generated by replacing the random number generator (RNG) with
an up- (or down-) counter [13]. Usually, we generate more than one
period of 1s followed by 0s, letting the counter overflow and repeat.
The time-continuous equivalent of a periodic unary bit-stream is a
PWM signal. As shown in Figure 2, a PWM signal is defined by a
duty cycle (𝐷) and a period or frequency (𝑓 = 1/𝑝𝑒𝑟𝑖𝑜𝑑). The duty
cycle is the fraction of time the signal is high and is equivalent to
the probability of observing 1s in the time-discrete domain [14].

Correlation between inputs can change the functionality of logic
circuits in SC. An AND gate works as a multiplier if connected
with uncorrelated or independent inputs [15, 16]. However, when
connectedwith correlated inputs, it performs aminimum value oper-
ation [14]. When independent inputs are needed, unary bit-streams
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Figure 2: Encoding in time-domain with PWM signals. Re-
peated unary bit-streams are equal to sampled PWM signals.

(or PWM signals) with relatively prime lengths (periods) are gener-
ated [4]. In the example below, bit-stream𝐴 is built from four times
repeating unary bit-stream 100 (period=3) and bit-stream 𝐵 from
three times repeating unary bit-stream 1110 (period=4). The periods
of the unary bit-streams are relatively prime (𝐺𝐶𝐷 (3, 4) = 1). The
unary bit-streams are repeated to generate bit-streams 𝐴 and 𝐵
with a length equal to the least common multiple (LCM) of both pe-
riods (𝐿𝐶𝑀 (4, 3) = 12). Bit-streams are bit-wise ANDed to perform
multiplication operation. Selecting relatively prime periods satisfies
the independence requirement of the multiplication operation, and
producing bit-streams with the LCM of the periods guarantees the
accuracy of the operation. We can see accurate output (here, 3/12)
is produced from bit-wise ANDing the two bit-streams.

𝐴 =
1

3
= 100 100 100 100

𝐵 =
3

4
= 1110 1110 1110

𝐴 × 𝐵 =
1

3
×
3

4
=

3

12
= 1000 0010 0100 (7)

3 PROPOSED SC-BASED SSL DESIGN
We design a simple representative sound source localizer based on
the SSL architecture flow in Figure 1. The design uses two micro-
phones, analog signal processing, digital TDE with CC, an average
filter for SSL post-processing, and light-emitting diodes (LEDs) for
outputs. Figure 3 shows the block diagram of the implemented
sound source localizer. The signal processing starts with a custom
analog processing that generates PWM signals from the two input
microphones. Those signals are sampled by a field-programmable
gate array (FPGA) and converted to periodic unary bit-streams.
We use a serial peripheral interface (SPI)-controlled ADC for ref-
erence as an alternative path. The remaining signal processing is
performed on an FPGA (Xilinx Zedboard). The development board
is equipped with a Zynq-7000 FPGA. In the digital domain, we
implement different versions of the CC. After CC, the subsequent
computation block searches for the maximum 𝑐 [𝑖𝑚𝑎𝑥 ] in the cen-
tered𝐾 values of the CC, as [𝑖𝑚𝑎𝑥 ] is proportional to the time delay.
The last processing block computes the average of multiple TDEs.
The output of the digital design is an averaged TDE. We linearly
map the TDE to 15 individually addressable LEDs on a semicircle
that point towards the direction of the source location.
TDE is a part of any two-step SSL algorithm. In the literature,

TDE is also called the time difference of arrival estimation, time
of arrival estimation, or time of flight estimation. TDE in the time
domain is a maximum search over the CC result of two signals.
The CC function can be broken down into a set of MAC operations.
Using SC for implementing these operations can lead to significant
savings in the hardware resources, particularly in implementing
the multiplication operations [17]. In our SC design, we use periodic
unary bit-streams for the following reasons: (1) Generating random
bit-streams is costly [3], and a unary bit-stream generator reduces
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Figure 3: The implementation overview. Block diagram of
the signal processing chain.

the bit-stream generation cost. (2) Using analog-to-time converters
(PWM signal generators) instead of analog voltage to digital binary
converters followed by digital bit-stream generators could save
further hardware resources. This is, in particular, appealing for
near-sensor processing [18].

4 ANALOG IMPLEMENTATION
In what follows, we describe the analog circuitry we built to handle
the inputs and outputs of the sound source localizer. We use discrete
components such as capacitors, resistors, and operational amplifiers
(OPAMPs) for analog processing and a Digilent Zedboard with an
FPGA for digital computations.

4.1 Analog Board
Figure 4 shows the analog board. The board requires a 5V direct
current (DC) power supply. It takes two audio signals as inputs and
has two outputs. The first is a conventional SPI, and the second is
a unidirectional interface with two channels that carry the PWM
signals for the SC circuit. In the board shown in Figure 4, the signals
flow from left to right with the input audio jack on the left side and
the Peripheremodule (PMOD) interface (Digilent Inc.) to the FPGA
on the right side. The PMOD interface combines both outputs into
a single cable. The signal processing chain for the left and right
audio channels is on the top and bottom of the analog board. In
what follows, we describe different components of the board:

(1) The audio input to the analog board connects with a 3.5 mm
stereo audio jack on the left side. We use two microphone
signals and a stereo sound card.

(2) The stereo signal from the audio jack is fed into two alternat-
ing current (AC)-coupled, non-inverting amplifiers (marked
with yellow rectangles in Figure 4.) The circuit uses a Texas
Instrument OPA322 OPAMP. The amplifier circuit fulfills
three tasks: First, the circuit brings the OPAMPs operating
point to 2.5 V (mid-supply) for a maximum voltage output
swing of 0 to 5 V. Second, the circuit has an adjustable gain
in the [1.15, 151] interval using a potentiometer with 1 𝑘Ω
to 1000 𝑘Ω. Third, resistors and capacitors work as low- and
high-pass filters that attenuate noise and pass-through hu-
man speech. The amplified signal is forwarded to an ADC
and two half-wave rectifier circuits.

(3) LTC1098 is an 8-bit ADC with two input channels (marked
with blue in Figure 4.) LTC1098 offers a channel selection
through software, is used for both (amplified) microphone
signals, and connects to the FPGA over an SPI. with 14 bits.
The pins driven by the FPGA (master out slave in (MOSI),
chip select (CS), serial clock (SCLK)) are in the [0 V, 3.3 V]
interval and directly connected to the ADC. The master in
slave out (MISO) requires a 5 V to 3.3 V voltage divider to
protect the input pin of the FPGA.
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Figure 4: Analog board designed for two audio signals. The
amplifier (AMP), half-wave rectifier (RECT), PWM genera-
tion, and ADC circuits are marked yellow, red, green and
blue, respectively.

(4) The PWM circuits receive the inputs from the half-wave
rectifiers and are built with Analog Devices LTC6992 mi-
crochips (marked green in Figure 4.) The voltage level at the
input (INP) pin of LTC6992 controls the duty cycle of the
generated PWM signal with a non-linear transfer function.
The duty cycle is𝐷 = 0% for input voltages in the 0 V to 0.1 V
interval and is 𝐷 = 100% for input voltages in the 0.9V to
1V interval. The two PWM signals are sampled with a clock
frequency of 3.744 MHz at the input register of the FPGA,
which results in bit-streams with relatively prime periods of
𝑛 = 16 and 𝑘 = 15:

𝑛 =
𝑓𝑐𝑙𝑘

𝑓𝑃𝑊𝑀,1
=
3.744 · 106

234 · 103
= 16 (8)

𝑘 =
𝑓𝑐𝑙𝑘

𝑓𝑃𝑊𝑀,2
=
3.744 · 106

249.6 · 103
= 15. (9)

For accurate stochastic multiplication, we need 15 periods
of 𝑓𝑃𝑊𝑀,1 and 16 periods of 𝑓𝑃𝑊𝑀,2 which brings us to the
equivalent audio sampling frequency:

𝑓𝑠 =
𝑓𝑃𝑊𝑀,1

15
=

𝑓𝑃𝑊𝑀,2

16
= 15.6 𝑘𝐻𝑧. (10)

(5) The outputs of the analog board are connected to the FPGA
through a PMOD cable. The PMOD connection has a total of
12 pins. Eight are reserved for signals, two connected to the
ground, and two for power. The board uses both ground pins
and six signal pins. Four pins are used for the SPI protocol,
and two lanes carry the outputs of the PWM circuits.

4.2 Input/Output Board
Figure 5 shows the input/output board. The board connects to

the analog board via a stereo cable and the Zedboard through a
PMOD cable. The input/output board fulfills two tasks:
First, it provides audio signals to the analog board via two elec-

tret microphones. The microphones are soldered to two ADAFRUIT
MAX4466 and are mounted to the input/output board at a 90° an-
gle. The ADAFRUIT MAX4466 is a fully assembled printed circuit
board with an electret microphone and an amplifier circuit. Both
ADAFRUIT MAX4466 are marked blue in Figure 5. The outputs of
the ADAFRUIT MAX4466 are single-ended microphone signals and

Figure 5: Input/output board with two microphones as input
sensors and 15 LEDs as outputs. The microphones are sol-
dered to ADAFRUIT MAX4466 (marked blue.) The level shift
circuit for interfacing with the LED strip is marked with red.

forwarded to the analog board through a 3.5 mm jack located at the
top of the board shown in Figure 5. Second, the input/output board
visualizes the SSL output through 15 individually controllable LEDs
(SK6812). Figure 5 shows a LED strip mounted on a semicircle at the
bottom. A speaker in front of the input/output board sees a lighted
LED pointing in his direction because the spatial distribution of
the LEDs matches the coordinate system of the microphone array.
The origin of the coordinate system is between the microphones
on the ±90° axis. The LED strip expects a 5 V control signal with a
threshold greater than the output of the FPGA (HIGH≥3.4V). Thus,
the input/output board has a level shift circuit (marked with red in
Figure 5.) The unidirectional level-shift circuit consists of a single
bipolar junction transistor and two resistors at the base and collec-
tor. This circuit only works for high impedance loads at the output
pin and drivers that can sink enough current at the input pin.

5 DIGITAL IMPLEMENTATION
This section explains the digital processing blocks of the sound

source localizer (right side of the vertical line, labeled “FPGA”, in
Figure 3). We start with the CC function and continue with the
remaining digital processing blocks. The focus is on the SSL-based
CC because the other processing blocks are implemented with
traditional binary arithmetic. We must divide the continuous mi-
crophone signals into frames before computing the CC function.
The window length is a trade-off between responsiveness and ac-
curacy. Setting 𝑁𝑓 𝑟𝑎𝑚𝑒 = 128 means that one computation of the

CC function requires Δ𝑡 = 1
𝑓𝑠
× 𝑁𝑓 𝑟𝑎𝑚𝑒 = 8.2 ms. Subsequently,

we assume that the position of a sound source is approximately
constant within 8.2 ms, which is essential for accurate estimations.
We can write the CC function for signals of length 𝑁𝑓 𝑟𝑎𝑚𝑒 as:

𝑐 ′[𝑛] =

𝑁𝑓 𝑟𝑎𝑚𝑒−1∑
𝑖=0

𝑥1 [𝑖]𝑥2 [(𝑖 + 𝑛)mod𝑁𝑓 𝑟𝑎𝑚𝑒
] . (11)

Only the CC values close to 𝑐 ′[0] are relevant for TDE. The
distance between the microphones of the input/output board is
𝑑 = 0.066 m, and the sampling rate is 𝑓𝑠 = 15.6 kHz. Therefore,
only 𝑁𝑀𝑎𝑥𝐿𝑎𝑔 = 3 (see Equation (6)) values to the right and left of

𝑐 ′[0] are of interest for TDE. We can efficiently calculate the seven
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Figure 6: OR-based SC Design for MAC operations.
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Figure 7: Counter-based SC Design for MAC operations.

(𝐾 = 2 × 𝑁𝑀𝑎𝑥𝐿𝑎𝑔 + 1 = 7) centered values of the CC function as a
set of MAC operations. We denote 𝑥 [𝑛] as the current audio sample
and 𝑥 [𝑛 − 1], 𝑥 [𝑛 − 2], 𝑥 [𝑛 − 3] as the three former samples. We
calculate the 𝐾-centered values of the CC function with 𝐾 MAC
units as:

𝑐 ′[𝑖] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝑐 ′[−3] ← 𝑐 ′[−3] + 𝑥2 [𝑛]𝑥1 [𝑛 − 3]
𝑐 ′[−2] ← 𝑐 ′[−2] + 𝑥2 [𝑛 − 1]𝑥1 [𝑛 − 3]
𝑐 ′[−1] ← 𝑐 ′[−1] + 𝑥2 [𝑛 − 2]𝑥1 [𝑛 − 3]
𝑐 ′[0] ← 𝑐 ′[0] + 𝑥2 [ 𝑗]𝑥1 [ 𝑗]
𝑐 ′[1] ← 𝑐 ′[1] + 𝑥2 [𝑛 − 3]𝑥1 [𝑛 − 2]
𝑐 ′[2] ← 𝑐 ′[2] + 𝑥2 [𝑛 − 3]𝑥1 [𝑛 − 1]
𝑐 ′[3] ← 𝑐 ′[3] + 𝑥2 [𝑛 − 3]𝑥1 [𝑛]
0 if i<-3 or i>3

(12)

with 𝑗 ∈ {𝑛 − 3, 𝑛 − 2, 𝑛 − 1, 𝑛}. We can use any pair of audio
samples (𝑥1 [ 𝑗]𝑥2 [ 𝑗]) to compute 𝑐

′[0]. The accumulator is set to
zero after 𝑁𝑓 𝑟𝑎𝑚𝑒 samples just before the next frame begins. The

two architectures corresponding to Equation (12) and Equation (11)
for sequential and parallel MAC operation compute the centered
value 𝑐 ′[0] of the CC because there is no relative shift between
microphone signals x1 and x2.

In what follows, we present two SC designs for MAC operation.
The first design is based on theMAC technique proposed by Schober
et al. [17]. This design uses AND gates for multiplication and OR
gates for addition. The AND gates compute accurate multiplication
by processing bit-streams with relatively prime lengths of 𝑛 and 𝑘
(𝑘 = 𝑛−1)1.We use𝑛 = 16 and𝑘 = 15 unless stated otherwise, which
is comparable to conventional computations with 4-bit precision
(𝐵 = log2 (𝑛) = log2 (16) = 4). The input bit-streams and the results
of AND gates have 𝑁 = 𝐿𝐶𝑀 (𝑛𝑘) = 240 bits, so the precision

of the products is approximately 2𝐵 = 8. 2 The OR gates require

1Note that 𝑘 = 𝑛 − 1 is relatively prime for 𝑛 ≥ 3.
2Bit-streams with 256 bits would exactly have 8-bit precision.

negatively correlated bit-streams to function as saturating adders.
By introducing a relative delay between the products, we shift
the 1s of the summand to a section of the accumulator bit-stream
with 0s only. This guarantees a negative correlation between input
bit-streams and performs saturate addition.
Combining the stochastic MAC circuit with an SNG array and

a probability estimator gives the architecture shown in Figure 6.
The two counters (marked with green and labeled with Cnt. n and
Cnt. k) repeatedly count to 𝑛 and 𝑘 = 𝑛 − 1 to generate bit-streams
with relatively prime periods. The bit-streams are multiplied using
an AND gate. The AND gate is the first component of the stochastic
circuit and forwards the product x1x2 to the OR gate. The OR gate
computes the bitwise disjunction of the most significant bit (MSB)
of the shift register (accumulator) and the current bit of the product.
The result is then stored back to the shift register’s least significant
bit (LSB). The OR gate’s result has an error if both inputs are 1s,
which we refer to as an error due to overlap. Schober et al. [17]
show how to calculate the number of bits for the shift register
to guarantee no overlap for small input values. But audio signals
can have high amplitudes. We know that at least half of the input
values are zero due to the half-wave rectifier. Hence, we use an
approximate variant of the technique with a shift register of length:

𝑁SR = 𝑛𝑘 + ceil(
𝑛𝑘

𝑁𝑓 𝑟𝑎𝑚𝑒 − 1
) · (𝑁𝑓 𝑟𝑎𝑚𝑒 − 1) = 494. (13)

The first summand, in the beginning, will be in the [0, 239]
interval of the shift register. After the second summand, the first one
is shifted to [240, 479], and the second summand is in the [0, 239]
interval. After that, the OR gate computes the logical disjunction of
the first and the third summand, with a relative shift between them.
The final block in Figure 6 is the probability estimator in the form of
a simple up-counting counter. The probability estimator is enabled
by a separate counter (Inp. Cnt) that sets the Enable signal 𝑁SR
clock cycles before the reset and occurs every 𝑛𝑘 × 𝑁𝑓 𝑟𝑎𝑚𝑒 cycles.

After each frame, the Reset signal resets the probability estimator
and the accumulator bit-stream. For the rest of the paper, we refer
to the MAC design in Figure 6 as the OR-based design.
The second MAC design is shown in Figure 7. It performs the

multiplication operations in the stochastic domain but the accu-
mulation part in the conventional binary domain. The probability
estimator directly counts all 1s from the AND gate instead of first
accumulating with OR. The results are accurate because both the
multiplication and the accumulation are accurate. We will refer to
this MAC design as the counter-based design.

5.1 Stochastic Circuit for Cross-Correlation
Figure 8 and Figure 9 show the block diagram of the CC with the
counter-basedMAC for digital bit-streams and analog PWM signals,
respectively. Channel One and Two (CH1 and CH2) in Figure 8
are weighted binary numbers and in Figure 9 are PWM signals
from LTC6992. We draw the registers in a simplified manner as
three horizontal squares when storing bit-streams and three vertical
squares when storing weighted binary numbers. The output (c[i])
is the CC result in weighted binary format.
Next, we provide a simple and a more complex method to store

the PWM signals from LTC6992. For the simple approach, we con-
tinuously sample with 𝑓𝑐𝑙𝑘 and get 𝑛 = 16(𝑘 = 15) bits per period of

the PWM signal. During one audio sample ( 1𝑓𝑠
), the PWM signal has

𝑘 (𝑛) periods (see Equation (10)), which results in 𝑛𝑘 = 240 bits of
data per microphone for each audio sample. The second approach
takes advantage of the redundancy within the periodic PWM sig-
nals and stores only the first period. Following that, we perform
roll operations until the first period of the next audio sample. In
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Figure 9, we use arrows that point backward from the end to the
start of the shift registers to indicate that we either do shift-through
or roll operations. Both approaches provide the same bit-streams
to the stochastic circuit if we assume the duty cycle of the PWM
signals is constant within one audio sample.

5.2 Weighted Binary Implementation
We also implement the CC function with weighted binary arith-
metic and 𝐵 = 3, 4, 5, 8-bit precision signed inputs for reference.
The weighted binary CC design has seven MAC units. The multi-
plier is exact, with an output bit-width twice as large as the input
bit-width. We note that the precision of the products is comparable
to that of the output bit-stream from the AND gate with 𝑁 = 𝑛𝑘
bits. Choosing the accumulator bit-width is a trade-off between
not adding too many integer bits (saving resources) and avoiding
overflow for audio frames with high volume.

6 EVALUATION
In this section, we compare and analyze the accuracy and resource
consumption of the following sound source localizer designs:

(1) The conventional design that uses weighted binary arith-
metic with 4-bit precision signed inputs (Design (1)).

(2) The counter-based CC shown in Figure 8 with 4-bit unipolar
(unsigned) inputs (Design (2)).

(3) The counter-based CC architecture shown in Figure 9 with
LTC6992 for analog SN generation and 4-bit precision unipo-
lar inputs (Design (3)).

(4) The architecture of Figure 9 with OR-based MAC units (Fig-
ure 6) and LTC6992 for analog SN generation of the 4-bit
precision unipolar inputs (Design (4)).

(5) The architecture of Figure 8 with OR-based MAC units and
digital 4-bit precision SNGs (Design (5)).

(6) The stochastic circuits using signed instead of unsigned in-
puts (Design (6)).

For all designs, the CC output has a bit-width twice that of the
input due to the multiplication stage of the MAC unit. The frac-
tion bits of the accumulation stage are truncated to represent the
result with 2B bits without overflow. Unless otherwise stated, we
round the CC inputs of all designs to the nearest representable
value. We want to emphasize that the resource and accuracy dif-
ferences are due to different CC implementations and SNGs. The
post-processing tasks (maximum search, mapping, and average fil-
ter) are the same for all designs and implemented with conventional
binary arithmetic.

6.1 Accuracy
We use the Grid corpus audio library [19], which consists of 50
files with male and female speakers for accuracy evaluations. All
50 files sum up to 90.08 sec. of audio data with 76.03 sec. audible
speech (CC results are above the VAD threshold) and 14.05 sec.
breaks. The distance between the sound source and the center of
the two microphones is 1 m, and the speaker radiates with a 60 dB
sound pressure level (SPL). The microphone SNR is 75 dB, and

reverberations are disabled3. We sweep the sound source from -90°
to 90° in a 5° grid.

Figure 10 shows the mean estimation error of four sound source
localizers with double-precision arithmetic and TDEs in the time
and frequency domain. We can see a location-dependent bias, even
with high computational effort and no external disturbances, such
as reverberation and noise. Figure 10 (b) shows the mean estima-
tion error for the sound source localizer with 𝑁𝑓 𝑟𝑎𝑚𝑒 = 128 and

𝑁𝑓 𝑟𝑎𝑚𝑒 = 256. The dataset labeled with Windowed comes from

a sound source localizer that has an additional processing block
preceding the CC, where frames are multiplied with the Hanning
window. Figure 10 (b) shows that applying an appropriate window
function after framing and increasing the window length reduces
the systematic error. Figure 10 (a) also uses a Hanning window
and a frame length of 𝑁𝑓 𝑟𝑎𝑚𝑒 = 256 but computes the time delay

through multiplication in the frequency domain instead of CC in
the time domain. The sound source localizer with FFT-based TDEs
has a lower systematic error for |𝜙 | > 45° than the one labeled
with Windowed. Figure 10 (a) shows the lowest possible error with
two microphones and the averaging filter as post-processing. The
sound source localizers in both plots have a systematic bias towards
positive mean errors for source locations at negative angles and a
tendency towards negative mean errors for source locations with
positive angles.

3Decreasing the SNR and increasing reverberation leads to higher SSL errors for all
designs.
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Figure 10: The Systematic error of the sound source local-
izer architecture. (a) Frame length of 256, Hanning window,
FFT-based TDE, (b) variable frame length with and without
Hanning window.
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Figure 11: Mean estimation error of (a) Design (6) (exact and
bipolar) and (b) Design (2), (4) and (5) (4-bit unipolar inputs).

Figure 11 shows the systematic bias of the sound source localiz-
ers that use fixed-point arithmetic, time domain CC, no Hanning
window function, and a frame length of 𝑁𝑓 𝑟𝑎𝑚𝑒 =128. Figure 11 (a)

shows the mean SSL error for Design (6). The error due to not
using a window function and a short window length is higher for
designs with 8-bit precision than 3 or 5-bit precision. For 5-bit
and 8-bit precision, the results are point symmetrical with 𝜙 = 0°.
The probability of having multiple equal maxima in the CC result
increases with low precision. Figure 11 (b) shows the mean estima-
tion error for the unipolar designs (Designs (2), (4), and (5)). The
error difference between the unipolar and bipolar format is low,
but the difference between the OR-based and the counter-based
summation is high due to more bias towards −90°. Using OR gates
for summation limits the output range of the CC and further in-
creases the probability of having multiple equal maxima in the CC
result. For the designs in Figure 11, we also list the mean absolute
error (MAE) in Table 1. The right-most column in Table 1 shows
the mean of MAEs, below 8.6° for all designs. The MAE decreases
with lower input precision because low precision designs are less
susceptible to the systematic error. In our simulations, we observed
that the rounding method during the quantization of the inputs
affects the estimation error, and truncation rather than rounding
gives a lower MAE. For example, the average MAE (last column
of Table 1) changes to 4.7°, 4.9°, 5.4°, and 8.2° for 3, 4, 5, and 8-bit
precision, respectively (an improvement of 3% to 9%.). The results
are similar for the unipolar designs. Truncation leads to sharper
peaks in the CC result and better TDE.
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6.2 Resource Consumption
Saving on hardware resources is one of the main goals of imple-
menting SC-based systems. This section shows our synthesis results
produced by the Synopsys Design Compiler v2018.06 with the 45nm
FreePDK CMOS library [20] for the ASIC design flow and Vivado
Design Suite for synthesis on the FPGA. The HDL synthesis tools
are used to analyze the digital processing blocks.
The analog board, shown in Figure 4, has four black current

sense resistors for measuring power consumption. The low cur-
rent consumption of the analog board, in conjunction with the low
resistance of the current sense resistor (𝑅 = 0.025 Ω), causes a
small voltage drop over the current sense resistor that is difficult
to measure. For example, the voltage drop over the current sense
resistor of LTC1098 is approximately 0.1𝑚𝐴 × 0.025 Ω = 2.5 𝜇V.
Figure 12 and Figure 13 show the resource consumption for the

Max Search and Map & Average (referred to as Max & Average),
SPI, and CC processing blocks for FPGA and ASIC implementations.
The resource consumption of the 4-bit bipolar design (Design 6) is
equal to that of the counter-based design (Design 2). The figures
visualize the area reports of Vivado and Synopsys. However, we
only show the power consumption for the ASIC design. Power
estimations from Vivado are not precise enough as the static power
consumption of the FPGA is significantly higher than the power
consumption of the individual processing blocks. Synopsys reports
that the designs with SC components have higher dynamic power

consumption but lower static power 4. Vivado and Synopsys esti-
mate that the CC function consumes more power than the Max &

4Vivado also reports higher dynamic power consumption for designs with SC, if we
increase clock speeds and fill up the FPGA with duplicates of the HDL modules.
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Table 1: MAE (°) of the angle estimation (𝜑) in degree.

𝜑 (°)
-90 -75 -60 -45 -30 -15 0 15 30 45 60 75 90 Mean

Design (6)

3-Bit Inputs 8.0 6.7 5.7 2.0 2.7 3.8 0.0 2.2 4.6 4.1 6.4 5.9 15.5 4.9
4-Bit Inputs 6.2 8.5 5.1 3.2 2.9 4.0 0.0 3.0 5.3 3.8 6.4 6.4 11.0 5.2
5-Bit Inputs 7.8 7.6 5.5 3.8 6.0 3.5 0.0 3.0 7.4 3.9 6.6 6.8 10.0 5.6
8-Bit Inputs 18.5 9.0 10.6 6.5 12.3 2.7 0.0 2.7 12.3 6.5 10.6 9.0 18.6 8.6

Counter (2) 13.8 6.0 4.7 4.7 3.6 2.3 0.0 1.9 5.8 5.3 6.2 7.5 16.5 5.8
OR (3) 6.2 7.9 7.0 2.9 3.0 3.4 0.1 2.0 5.7 4.8 7.6 6.7 15.6 5.3
OR LTC6992 (4) 2.0 11.3 10.3 2.3 3.5 3.5 0.0 1.5 4.5 3.6 4.6 5.0 13.5 5.1

Table 2: FPGA utilization of the CC function for 𝑓𝑠 = 15.6 kHz.

3-Bit Inputs 4-Bit Inputs 5-Bit Inputs
Vivado LUT Reg Slice LUT Reg Slice LUT Reg Slice
Conventional 139 145 80 257 160 122 303 182 130
Counter-based 72 151 61 83 163 69 88 174 72

Table 3: ASIC area and power consumption of the CC function for 𝑓𝑠 = 15.60 kHz.

3-Bit Inputs 4-Bit Inputs 5-Bit Inputs
Synopsys Area (𝜇𝑚2) Power (𝜇W) Area (𝜇𝑚2) Power (𝜇W) Area (𝜇𝑚2) Power (𝜇W)
Conventional 3956 19.6 4788 23.4 6066 29.9
Counter-based 3136 18.4 3393 27.9 3699 65.1

Average and SPI processing blocks. Both HDL synthesis tools agree
that counter-based Design (3) with LTC6992 consumes the least
resources, followed by counter-based Design (2) and conventional
Design (1). The synthesis tools estimate resource consumption for
OR-based Design (3) with LTC6992. Synopsys reports about ten
times higher power and area consumption, whereas the utilization
report of Vivado shows only a doubling in the LUT utilization com-
pared to other CC designs. The OR-based design with LTC6992
(Design (4)) stores a bit-stream accumulator with 𝑛𝑘 = 240 bits (for
4-bit precision arithmetic). FPGAs are optimized for storing data,
but the ASIC design synthesizes a separate flip-flop for each bit.
When comparing Design (1) and Design (2), Design (2) saves 11%
power and 23% area by using the SC-based CC design. The savings
of the digital implementation increase to 25% power and 37% area
when comparing the conventional design (Design (1)) with Design
(3). However, Design (3) uses the PWM modules on the analog
board, which consume more power than the ADC and outweigh
the savings from the digital design.

Table 2 and Table 3 list the resource consumption for the counter-
based CC with digital SN generation (used in Design 2) and the
conventional CC (used in Design 1). The tables show the utilization,
power and area consumption for 3, 4, and 5-bit precision inputs.
The area consumption increases with the input precision, but the
differences are higher for the conventional implementation. For
higher precision, the weighted binary design has larger multipliers
and adders. In contrast, the area consumption of the counter-based
CC implementation hardly increases because only the counter size
for SN generation and the accumulation changes. Going from 3-
bit to 5-bit inputs increases the area consumption by 53% for the
conventional and 18% for the SC design. The utilization increase
on FPGA is in the same range.

The clock speed to finish one MAC operation is constant for the
weighted binary and increases exponentially in the SC-based imple-
mentations. The conventional CC always computes with 15.6 kHz.
The clock speed of the SC-based CC increases from 873.6 kHz for 3-
bit, to 3.744 MHz for 4-bit, and 15.4752 MHz for 5-bit (𝑓𝑐𝑙𝑘 = 𝑛𝑘× 𝑓𝑠 ).
Table 3 shows a power consumption increase of 53% for the con-
ventional design and 254% for the SC design. SC consumes less
power for 3-bit, more power for 4-bit and 5-bit inputs, and fewer
area resources in all cases.

7 DISCUSSION AND CONCLUSION
In this work, for the first time to the best of our knowledge, we pro-
posed an accurate SC-based SSL system. To prove the functionality
of the proposed sound source localizer, we implemented the full sig-
nal processing chain. This resulted in two prototype circuit boards
and multiple HDL designs. Implementing a separate analog process-
ing chain for SC did not provide power savings because generating
voltage-controlled PWM signals with LTC6992 consumes about
two times more power than the conventional analog-to-digital con-
version with LTC1098. However, the analog implementation served
as the proof of concept that SC does not rely on conventional ADCs.
The digital design showed the weaknesses and strengths of SC. On
the one hand, the approximate OR-based design has lower flexibility
and more design constraints than the counter-based and conven-
tional designs because the OR-based adder is sensitive to data value
changes. On the other hand, the counter-based CC is accurate and
easy to use. Our synthesis results showed that the area consumption
of the ASIC design decreases by 21% for 3-bit inputs and by 39% for
5-bit inputs. The power consumption increases with computational
precision for weighted binary but exponentially faster for SC. For
3-bit input precision, the SC design consumes 18.4 𝜇𝑊 with an
874 kHz clock, and the conventional design consumes 19.6 𝜇Wwith
a sampling clock frequency of 15.6 kHz. When we increase the com-
putational precision to 4-bit or 5-bit, we can keep the clock speed
of the conventional design but must increase the clock frequency
of the stochastic circuit to finish the computations in the same time.
For 4-bit, for example, the power consumption increases to 27.9 𝜇W
for the SC design but only to 23.4 𝜇W for the conventional design.
To keep the power consumption in favor of the SC-based design,
we can decrease the sampling rate to loosen the time constraints,
or use technologies with lower dynamic power. The counter-based
design is not tied to SSL or any specific signal processing task. The
SC-based CC design can be reused in other applications, which use
low-precision CC functions, and can provide the same resource
savings as for SSL. The readers can view a video demonstration of
the implemented design on [21] and access the source code on [22].
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